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This guide is used alongside the Major Power Outage Exercise Facilitator Guide (Appendix 2A) and Facilitator Slides (Appendix 2B) to support the effective delivery and conduct of the exercise.
Scenario Planning Guide – Major Power Outage Exercise - Functional
	
	Storyline

	General idea
	It is late summer in New South Wales. The state has been experiencing a pattern of unsettled, and at times, intense weather since early January, including alternating periods of extreme heat and moisture-laden air from the tropics. Agencies and authorities have been on alert for the last week, following forecasts of a series of severe thunderstorms associated with the passage of a cold front moving across the state, potentially bringing gale-force winds, intense lightning and heavy rainfall in some areas, with localised flooding and storm related damage likely.
Overnight, storms began impacting the region at approximately 2200 hours, bringing damaging winds and heavy rainfall that initially caused widespread minor damage to properties and infrastructure across local communities. Local power outages ensued following reports of many downed trees and local powerlines.
As the front advanced, a short but extremely intense thunderstorm cell produced severe convective winds and downbursts across an area containing critical distribution and high-voltage transmission infrastructure. As a result, several major transmission towers have collapsed, many kilometres of transmission lines are down, and power supply to multiple major towns and wider communities has been cut. 
Local distribution network operators and transmission network service providers, already stretched in responding to widespread local outages, quickly recognise a major infrastructure failure has occurred. However, due to the location of the damage, ongoing storm activity, and the time of night, they have been unable to assess the full scale of the impact. Emergency services and emergency management authorities initially assumed the blackouts were part of the broader typical storm related disruptions and damage, and are not immediately aware of the scale of the transmission infrastructure and system failure.
By dawn, many communities have been without power for over eight hours. Reports of extended outages, telecommunications disruptions, and pressure on critical services begin to filter through. Local and regional emergency controllers start receiving incomplete and sometimes conflicting intelligence from network operators, response agencies, community members, and media sources, indicating that major transmission infrastructure damage has occurred and that there is the potential for a widespread, prolonged outage event.
Community calls for information and updates have started to increase rapidly. Local and national media have begun reporting heavily on the unfolding emergency, heightening public anxiety and uncertainty. As households and businesses across multiple towns and districts remain without power, critical services begin shifting onto backup supplies with only limited endurance.
Start Point for Exercise Participants
It is approaching 0700 on the morning after the storm. The immediate weather threat has passed, but power remains out across large parts of the community, including major townships and adjoining rural and remote areas. The SES, as the combat agency, has been responding to a high volume of incidents overnight with support from other emergency services. However, widespread communications disruptions caused by power loss and infrastructure damage have hampered the gathering and sharing of reliable intelligence on the scale of the impacts.
Most residents are beginning their day expecting that power will soon return now that the storm has passed. At the same time, emergency operations controllers, incident management teams, and emergency managers are only starting to become aware of wider transmission infrastructure failures, as sporadic and unverified reports of collapsed transmission towers begin filtering into town.



[bookmark: _heading=h.yhkub3ng4vwc]Injects
[bookmark: _heading=h.7suircu7rvui]The injects below will be used by the Exercise Facilitator to guide the progression of the scenario and support the delivery of key exercise activities. The timing and sequencing of injects will follow the structure outlined in the 2A Major Power Outage Exercise Facilitator’s Guide.
	Inject
	Description

	Special Idea 1
Exercise Time - 0705
	By early morning, SES Incident Management Teams and liaison officers have been in contact with Local Emergency Management Officers and Controllers. As the scale of the response escalates and demand for assistance grows, it becomes clear that formal emergency coordination is required through the activation of Emergency Operations Centres to support response and recovery efforts.
· LEOC: Based on the latest updates from SES, the decision is made to activate the Local Emergency Operations Centre.
· REOC: The REOCON receives calls in quick succession from four separate LEOCONs within the region, each advising that their LEOCs have been stood up in response to escalating local impacts. In consultation with these LEOCONs, the REOCON determines that a Regional Emergency Operations Centre must also be activated.
Activity:
· EOC leadership is asked to:
· Identify the essential EOC personnel required at commencement (key roles and organisations).
· Describe to exercise staff a practical and realistic method, suited to your local or regional context, to establish contact or liaison with those members who cannot be reached by phone or internet.
Once contact methods are agreed, all participants proceed with the practical steps of setting up and activating the EOC.

	Inject 1
Exercise Time - 0720
	Storm impacts are rapidly escalating across the region, with significant demand for assistance and widespread service disruptions being reported.
· LEOC: At the LEOC, an SES liaison officer advises the EOC that more than 800 requests for assistance have already been logged locally, with numbers continuing to rise sharply as residents wake and further reconnaissance occurs. Field crews are reporting widespread roof and structural damage, trees down across roads, and increasing requests for urgent welfare support. Telecommunications disruptions are preventing many residents from reaching SES through 132 500, and radio communications between field units and control centres are proving unreliable.
· REOC: At the REOC, the REOCON receives updates from four LEOCs reporting similar levels of impact, amounting to thousands of requests for assistance across the region. LEOCONs confirm that widespread telecommunications and power outages are severely hampering their ability to coordinate local response. Initial regional intelligence indicates that the main town and several surrounding communities remain without electricity, with early reports suggesting that critical infrastructure, including hospitals and aged care facilities, is affected.

	Special Idea 2
Exercise Time - 0730
	LEOC: The Distribution Network Service Providers at the LEOC receives information from Transgrid providing the first clear update on the scale of the transmission network damage. The update includes the following information:
· Six high-voltage transmission towers in an isolated part of the region have collapsed during the storm
· Approximately two kilometres of transmission line is on the ground
· There is no ETA for restoration, but the representative confirms that repairs will take many days and more likely several weeks, given the difficulty of transporting equipment and materials to the damaged sites.
REOC: Within a short period, the REOCON receives reports from 3 LEOCONs passing on this intelligence.

	Inject 2
Exercise Time - 0815
	LEOC: The Distribution Network Service Provider advises that a major substation supplying power to the local hospital was struck by lightning overnight. Essential components have been irreparably damaged. Even if regional power supply is restored, this substation will remain inoperable until replacement equipment can be transported to the site and installed. Health representatives confirm the hospital is now operating without mains power and urgently requires generator support to maintain critical service.

REOC: The REOCON receives a request from one of the LEOCs for urgent support to supply generators and fuel to a local hospital left without mains power after lightning irreparably damaged the substation supplying it. The LEOC advises that local options are close to being exhausted and regional support is required to maintain essential health services

	Inject 3
Exercise Time - 0845
	LEOC: NSW Police at the LEOC receive an update from local command that local units are being requested to provide traffic control at multiple locations across affected towns and communities, as all traffic lights are out. Requests coming in from other emergency response agencies and 000 for traffic management far exceed available local resources. Reports have already been received of several minor motor vehicle accidents at major intersections in the community.

REOC: The REOCON receives requests from two separate LEOCs for additional police or traffic management resources. Both LEOCs advise that local requests for traffic management have far exceeded their available resources, and accidents are beginning to occur at major intersections.

	Inject 4
Exercise Time - 0920
	LEOC: NSW Health receives an update from the local hospital advising that backup power is operational but limited to critical areas. ICU, Emergency, and essential life support systems remain fully powered. However, hospital administration has no mains supply and is currently relying on battery-powered devices, which are expected to run out shortly. Several general wards only have partial power to essential services, with other areas offline. Without restoration of full supply, the hospital will only be able to sustain minimum critical emergency functions.

REOC: The REOCON is advised by one of the LEOCs that the hospital supported earlier with generator requests is now reporting that backup supply is limited and rapidly depleting. The hospital has begun preparing to transfer a large number of patients to other facilities in the region and has already closed several major units. The LEOC requests urgent regional assistance to source additional generators and fuel to sustain hospital operations beyond the immediate critical areas.

	Special Idea 3
Exercise Time - 0930
	LEOC: The Distribution Network Service Provider (DNSP) advises that limited electricity supply may soon be available to local networks. However, the available capacity will not be sufficient to restore power across the entire network and will likely only be sufficient to allow supply to one zone at any one time. The LEOC is asked to begin considering how to prioritise critical facilities and community zones for limited power sharing.

REOC: The REOCON receives reports from several LEOCs that DNSPs have advised very limited supply may soon be available. Each LEOC highlights the need to prioritise different facilities and the REOC is asked to assist in coordinating regional arrangements for how the limited electricity supply should be shared between affected towns and critical services.

	Inject 5
Exercise Time - 0955
	LEOC: The local Mayor arrives at the EOC to speak with the LEOCON after being briefed by the IC and inspecting the affected town and meeting with residents. The Mayor reports that anxious community members are asking when power will be restored and are concerned by rumours circulating that the entire regional energy grid has failed. With power out, many residents are not receiving any updates and are unsure what to do. The Mayor asks whether the EOC can assist in establishing a more reliable way to communicate with the community.

REOC: The REOCON receives a phone call from the SEOC advising that Ministers have requested an urgent update on regional impacts and expected restoration timeframes. The SEOC stresses the need for clear and consistent public information to address growing community concern and to counter rumours of a total grid collapse.

	Inject 6
Exercise Time - 1010
	LEOC: The combat agency liaison receives a message from the IMT advising that a very small number of 000 calls and enquiries have been received from stranded motorists with electric vehicles. Some are local residents while others are visitors to the area. Without power, they have been unable to recharge or operate their vehicles. This includes several motorists who were caught at a charging station on a major road when the power went out. Enquiries include requests for advice on where to seek help or shelter until power is restored, and requests for emergency transport.

REOC: The REOCON receives a request from one of the LEOCs for support to source mobile generators capable of powering electric vehicle charging stations. The LEOC advises that without additional capability, they are unable to provide practical solutions for stranded motorists and visitors, and community frustration is beginning to grow.

	Special Idea 4
Exercise Time - 1015
	LEOC: Backup power supplies at several critical infrastructure sites fail earlier than anticipated. Mobile phone and internet services across the community drop out completely, leaving the LEOC reliant on satellite phones and generators. The outage also impacts emergency call services, with 000 calls in the local area no longer connecting.

REOC: The REOCON receives reports from multiple LEOCs that backup power failures have resulted in the complete loss of mobile and internet services, and that 000 calls in their areas are no longer connecting. Several LEOCs advise they are now reliant solely on satellite services and locally supplied generators.

	Inject 7
Exercise Time - 1025
	LEOC: Reports are coming into the LEOC via the Education liaison that local schools and education facilities are requesting information on when power will be restored and what guidance they should follow for the coming days. Many pupils attended school this morning as parents assumed power would return quickly and needed to attend work. With schools now without power all morning, staff report increasing difficulty in caring for and teaching students under the current conditions.

REOC: Reports are received from one LEOC that a major local school has been severely damaged by the storm and will not be able to safely reopen for at least a week. Two additional LEOCs advise that local schools will remain closed for the next two days due to storm damage and ongoing power supply issues. One of the LEOCs requests urgent REOC support to transport students who attended school this morning, as local transport services are either already engaged, out of service, or unable to assist, and many parents cannot access the area to pick up their children.

	Inject 8
Exercise Time - 1035
	LEOC: With power now completely lost and backup systems running low, local water utilities advise that they are increasingly concerned about maintaining essential water supply and wastewater management services. Should the outage continue under current conditions, critical water operations may fail. The utilities are requesting EOC support to ensure continuity of these essential services.

REOC: The REOCON receives requests from 2 LEOCs for regional support to provide alternative water supply. Local water utilities warn that their systems are on the verge of failure, and some communities may soon be without safe drinking water. LEOCs request assistance to truck in potable water and establish distribution points for residents, as local capacity will be insufficient to meet the scale of need if utilities fail.


Optional Injects
The injects below can be used by the Exercise Activation Team as optional prompts to increase the load or add extra content to the exercise if required.
	Inject
	Description

	Fuel Supply Disruptions
	Local service station operators report that they cannot pump fuel due to outage.

	Aged Care Facility Strain
	Report that a local aged care home is running low on generator fuel, with residents needing essential medical devices at risk.

	Supermarket Stock Loss
	Reports from local supermarkets that refrigeration has failed and large volumes of perishable stock are being lost. 

	Public Transport Disruption
	Due to power outage and road closures, public transport across the region is operating at significantly reduced or near zero capacity. Any public transport that relies on electricity is non-operational 

	Community Convergence
	Reports from police and council that residents are gathering at council chambers and emergency service stations seeking information, charging, or assistance.

	Critical Supply Delivery Blocked
	Request via Health from local pharmaceutical logistics company seeking help moving refrigerated medical supplies (e.g., vaccines, blood products) with as they have no cold refrigeration power.

	False Social Media Rumours
	Public Information Functional Area reports that false posts are circulating online claiming “power won’t be restored for weeks,” causing rising community anxiety.




















Master Schedule
	EXERCISE [INSERT NAME]

	Serial
	Day
	Date
	Time
	Location
	Event
	Live or Notional
	Desired Outcomes
	Control Documents
	Resources
	Responsible
	Completed?

	ADMINISTRATION & LOGISTICS

	[Complete each column with details tailored to your specific exercise and context]

	
	
	
	
	
	Pre-Exercise Briefing - EXCON Roles
	Live
	All EXCON roles briefed
	
	SMEAC
	EXCON
	

	
	
	
	
	
	Exercise Briefing - Participants
	Live
	All participants briefed
	
	SMEAC
	EXCON
	

	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	

	EXERCISE PHASE

	[Complete each column with details tailored to your specific exercise and context]

	
	1
	
	[0700]
	
	Commencement of Exercise – Start Point for Exercise Participants
	Live
	Exercise Start
	
	
	EXCON
	

	
	1
	
	[0705]
	EOC
	Special Idea 1: EOC Opening
	Live
	
	
	
	Activation
	

	
	1
	
	[0720]
	EOC
	Inject 1
	Live
	
	
	
	Activation
	

	
	1
	
	[0730]
	EOC
	Special Idea 2: Transgrid Update
	Live
	
	
	
	Activation
	

	
	1
	
	[0815]
	EOC
	Inject 2
	Live
	
	
	
	Activation
	

	
	1
	
	[0845]
	EOC
	Inject 3
	Live
	
	
	
	Activation
	

	
	1
	
	[0920]
	EOC
	Inject 4
	Live
	
	
	
	Activation
	

	
	1
	
	[0930]
	EOC
	Special Idea 3: Limited Resupply
	Live
	
	
	
	Activation
	

	
	1
	
	[0955]
	EOC
	Inject 5
	Live
	
	
	
	Activation
	

	
	1
	
	[1010]
	EOC
	Inject 6
	Live
	
	
	
	Activation
	

	
	1
	
	[1015]
	EOC
	Special Idea 4: Backup Power Failures
	Live
	
	
	
	Activation
	

	
	1
	
	[1025]
	EOC
	Inject 7
	Live
	
	
	
	Activation
	

	
	1
	
	[1035]
	EOC
	Inject 8
	Live
	
	
	
	Activation
	

	ADMINISTRATION & LOGISTICS

	[Complete each column with details tailored to your specific exercise and context]

	
	1
	
	
	
	After Action Reviews
	Live
	AAR Debrief Form
	
	AAR Debrief Forms
	Evaluation Coordinator
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